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a  b  s  t  r  a  c  t

This  paper  presents  a novel  idea  of intracranial  segmentation  of  magnetic  resonance  (MR)  brain  image
using  pixel  intensity  values  by optimum  boundary  point  detection  (OBPD)  method.  The newly  proposed
(OBPD)  method  consists  of three  steps.  Firstly,  the brain  only  portion  is  extracted  from  the  whole  MR brain
image.  The  brain  only  portion  mainly  contains  three  regions  – grey  matter  (GM),  white  matter  (WM)  and
cerebrospinal  fluid  (CSF).  We  need  two  boundary  points  to divide  the brain  pixels  into  three  regions  on  the
basis  of  their  intensity.  Secondly,  the optimum  boundary  points  are  obtained  using  the  newly  proposed
hybrid  GA–BFO  algorithm  to  compute  final  cluster  centres  of FCM  method.  For  a  comparison,  other  soft
computing  techniques  GA,  PSO  and  BFO  are  also  used.  Finally,  FCM  algorithm  is executed  only  once  to
obtain  the  membership  matrix.  The  brain  image  is  then  segmented  using  this  final  membership  matrix.
The  key to our success  is  that  we  have  proposed  a technique  where  the  final  cluster  centres  for  FCM
are  obtained  using  OBPD  method.  In  addition,  reformulated  objective  function  for  optimization  is used.
Initial  values  of  boundary  points  are  constrained  to be in  a range  determined  from  the  brain  dataset.  The

boundary  points  violating  imposed  constraints  are repaired.  This method  is validated  by  using  simulated
T1-weighted  MR brain  images  from  IBSR  database  with  manual  segmentation  results.  Further,  we have
used  MR  brain  images  from  the Brainweb  database  with  additional  noise  levels  to  validate  the  robustness
of  our  proposed  method.  It  is  observed  that  our  proposed  method  significantly  improves  segmentation
results  as  compared  to  other  methods.

© 2014  Published  by  Elsevier  B.V.
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Image segmentation has been a very critical and important stage in any image
rocessing application. It deals with dividing the pixels in an image into groups
r  regions having similar features or characteristics for effective object identifica-
ion. The segmentation of magnetic resonance (MR) brain image has got significant
ocus in the field of biomedical image processing. Segmentation of MR brain image
as  got wide application in the field of bio-medical analysis, such as identification
f  tumours, classification of tissues and blood cells, multi modal registration [1]
tc. There are various segmentation techniques proposed for MR  brain image like
hresholding [2], edge based detection [3] and region growing [4].

Thresholding techniques are effectively used when the histograms of the objects
nd  background are clearly identifiable. But for brain image, these techniques give
Please cite this article in press as: S. Agrawal, et al., A study on fuzzy cl
soft computing approaches, Appl. Soft Comput. J. (2014), http://dx.do

he inaccurate segmentation result as distribution of pixels in brain image is very
omplex. Edge based methods rely heavily on detection of boundaries in the image.
t  is observed in the brain image that grey level distribution of pixels of grey matter
GM), white matter (WM)  and cerebrospinal fluid (CSF) result in incorrect detec-
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tion of boundary. Region growing techniques use the homogeneity and connectivity
criteria for segmentation. It is not effectively used for brain image segmentation as
the  brain image does not contain well defined regions. The above methods are found
effective for relatively simple images.

So  one of the efficient techniques used for complex brain image segmentation
is  clustering. It classifies the pixels into larger groups depending on certain criteria.
Again, several types of clustering methods have been discussed in literature like
Expectation–maximization [5], hard C-means, K-means and fuzzy clustering tech-
niques [6]. Among fuzzy clustering techniques, fuzzy C-means (FCM) is the most
widely used technique [7,8]. It aims at minimizing an objective function according
to  some criteria. It permits one data point to belong to more than one cluster defined
by  a membership matrix. But the random selection of centroids makes the technique
fall  into local optimum. To overcome this problem, soft computing approaches like
genetic algorithm (GA) [9–11], Particle swarm optimization (PSO) [12], ant colony
optimization (ACO) [13] etc. have been applied to improve FCM. Castillo et al. [14]
presented optimization of the FCM algorithm by using evolutionary methods. They
used  GA and PSO only. They used it to find the optimal number of clusters and the
weight exponent for different types of synthetic datasets. They emphasized on clus-
ter validation. Hruschka et al. [15] presented a survey of evolutionary algorithms for
ustering for magnetic resonance brain image segmentation using
i.org/10.1016/j.asoc.2014.08.011

clustering. They emphasized on partition algorithms that focused on hard clustering
of data. The survey did not use any particular evolutionary method, but focused on
advanced topics like multi-objective and ensemble based evolutionary clustering.
Then a taxonomy that highlights on some very important aspects of evolutionary
clustering was  presented at the end.
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Table 1
Parameter setting for the different methods.

The parameter setting for FCM is:
• Scalar weighting exponent m = 2,
• Number of iterations = 20,
•  Number of clusters = 3

The parameter setting for GA–FCM is:
•  Number of iterations = 20,

•  Population number = 20
•  Crossover probability = 0.8,
• Mutation probability = 0.05
• Selection function is the Roulette wheel selection

The parameter setting for PSO–FCM is:
• Number of iterations = 20,
•  Number of particles = 20,
•  Acceleration coefficients C1 = C2 = 2
• Weight factor w = 0.9

The parameter setting for GA–BFO–FCM (proposed method) is:
•  Number of bacteria = 20,
• Number of chemotactic steps = 4,
• Swimming length = 10,
• Number of reproduction steps = 4,
• Number of elimination and dispersal event = 2
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Mukhopadhyay and Maulik [16] proposed a multiobjective real coded genetic
uzzy clustering scheme for the segmentation of multispectral MR  images of the
uman brain. Their technique is able to determine the number of clusters along
ith clustering results. They emphasized on including the spatial information for

mproved segmentation result.
All the above mentioned approaches emphasize on selecting a random ini-

ial  cluster centre for FCM. Then evolutionary computing techniques are used to
btain optimum cluster centroids. FCM is then iteratively applied to obtain a final
embership matrix for segmentation. However, in this paper, a new strategy for

ntracranial (also coined as brain extraction) segmentation of MR brain image using
ybridized fuzzy C-means clustering technique is proposed. Instead of randomly
electing centroids of clusters and optimizing them, we  have used OBPD method.

e  first determine the number of boundary points from the dataset to divide the
egion into required number of clusters. These boundary points are optimized using

 new hybrid GA–BFO technique. Other soft computing approaches GA, PSO and BFO
re also used for a comparison. We have also used a classical method coined as K-
eans clustering for a comparison. Final centroids of the clusters are then computed.

hese final centroids are used to obtain the fuzzy membership matrix by executing
CM once only. To the best of our knowledge, hybrid GA–BFO has not been used
o  far for MR brain image segmentation. This has motivated us to use the proposed
echnique.

It  has already been reported in the literature that a brain image mainly consists
f three regions: grey matter (GM), white matter (WM)  and cerebrospinal fluid (CSF)
9,17]. The grey level distribution is used to identify these three regions. For accurate
dentification, ideal clustering is needed.

Two optimum boundary points are obtained from the grey level distribution to
ivide the brain image into three regions or clusters. Initial values of the bound-
ry points are constrained to be in a range determined from the brain dataset. The
roposed study aims at optimizing these boundary points by using hybrid GA–BFO
echnique to select final cluster centres for FCM algorithm. The objective function
sed is reformulated in terms of cluster centres only. Using the final cluster centres,
he proposed hybrid FCM algorithm is executed only once to obtain the fuzzy mem-
ership matrix. Segmentation is then done using this fuzzy membership matrix.
everal standard brain images (simulated T1-weighted) from the IBSR database
ith manual segmentation results are considered in the experiment. The results

btained are compared using various performance parameters. The segmentation
erformance parameters are also calculated for different noise levels. For the exper-

ment, we consider brain images from Brainweb database with additional noise
evels: 1%, 3%, 5%, 7% and 9%. Results are presented in ‘Results and discussions’
ection to validate the robustness of our proposed method.

The rest of the paper is organized as follows. ‘FCM and soft computing meth-
ds’ section presents a brief introduction about FCM technique and soft computing
pproaches i.e. GA, PSO, BFO and GA–BFO. ‘Proposed methodology’ section explains
he proposed methodology. ‘Results and discussions’ section presents the results
nd discussions. The last section is the conclusion.

CM and soft computing methods

uzzy C-means clustering (FCM) algorithm

Fuzzy clustering allows objects to belong to more than one clus-
er by specifying a membership matrix with different degree for
ach cluster. It is a local optimum search technique. In this algo-
ithm, a set of n objects x = {x1, x2, . . .,  xn} each having d dimensions
re divided into c number of clusters of similar features. The fea-
ures could be the position or intensity of a pixel in an image. The
uzzy clusters of objects are characterized by a fuzzy membership

atrix with n rows and c columns. The set of all constrained fuzzy
atrices of size n × c is defined as [8]:

f =

⎧⎨
⎩� ∈ �n×c |

c∑
j=1

�ij = 1, 0 <

n∑
i=1

�ij < n, �ij ∈ [0,  1]

⎫⎬
⎭

(1)

or 1 ≤ i ≤ n ; 1 ≤ j ≤ c.
The condition used to define good clusters for FCM is to mini-

ize the FCM function [8]:

(�, z) =
c∑ n∑

(� )md2(z , x ), (2)
Please cite this article in press as: S. Agrawal, et al., A study on fuzzy cl
soft computing approaches, Appl. Soft Comput. J. (2014), http://dx.do

m

j=1 i=1

ij ij j i

where � is the fuzzy membership matrix, 1≤ m ≤ ∞ is a scalar
eighting exponent which controls the fuzziness. The larger is its
•  Probability of elimination and dispersal = 0.02
•  Probability of crossover = 0.7
•  Mutation probability = 0.01

value, fuzzier is the partition. An analysis on the weighting expo-
nent is found in Ref. [18]. When the value of m is close to 1, FCM
approaches hard c-means algorithm. When m approaches infinity,
the mass centre of the data set is the only solution of FCM [18].
Here the value of m is set to 2. It is observed that this value of m is
suitable for most MR  brain images, as it yield best results [19]. Note
that z = [z1, z2, . . .,  zc] is a matrix of cluster centres, and dij(zj, xi) is
a measure of Euclidean distance from xi to jth cluster centre zj. The
algorithm used in this paper is presented below:

Algorithm. Step 1: Generate brain portion only data set x = {x1, x2,
. . .,  xn} of MR  brain images.

Step 2: Set various parameters (like the scalar weighting expo-
nent m)  and the termination condition i.e. the maximum number
of iterations.

Step 3: Select the number of clusters c.
Step 4: Get initial set of random cluster centres z = [z1, z2, . . .,  zc].
Step 5: Calculate Euclidean distance dij(zj, xi) for i = 1, 2, . . .,  n;

j = 1, 2, . . .,  c.
Step 6: Calculate membership matrix �ij using Eq. (3) as:

�ij = 1∑c
k=1(dij/dik)

2/m−1
for i = 1, 2, . . ., n; j = 1, 2, . . .,  c

(3)

Step 7: Update the cluster centres zj using the membership
matrix �ij by using Eq. (4) as:

zj =
∑n

i=1�m
ij

xi∑n
i=1�m

ij

(4)

Step 8: If the termination condition is not met, go to step 5.

In this paper, the parameters for FCM are set as given in Table 1.
The algorithm is implemented using MATLAB. The pixels of the
brain only portion are clustered using the cluster centres zj obtained
after the termination condition is met. Segmentation of the brain
image is done using the final membership matrix �ij.
ustering for magnetic resonance brain image segmentation using
i.org/10.1016/j.asoc.2014.08.011

Soft computing methods

It may  be reiterated the fact that the brain portion mainly con-
tains three regions WM,  GM and CSF. The pixels in these regions
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Fig. 1. Pixel values of brain only portion.

ave similar intensity values. So we need to group them accord-
ng to their values. For this reason the grey values of the pixels
n the brain image are taken as the basis for clustering. It is wor-
hy to mention here that we need only two optimum boundary
oints to divide the pixels in the brain image into three regions. In
his work, we use hybrid GA–BFO technique to obtain the opti-

al  boundary points. The initial values of the boundary points
re constrained to be in a range which is determined from the
rain data set. These constraints are even checked inside the soft
omputing algorithms while updating their values. Here, we  also
uggest a repairing mechanism for constraint violation. In this con-
ection, we introduce a new constrained optimization problem.
hen updated boundary points cross their lower or upper bounds,

hey are repaired by taking the old boundary values or replacing
hem with a newly generated random value within the bound. This
tep enhances the accuracy of a clustering because if the bound-
ry points cross the bounds, then the pixels may  be clustered in a
rong region. The idea is presented in Fig. 1.

Let two boundary points be represented as [z1, z2]. The con-
traints are introduced such that LB1 < z1 < UB1 and LB2 < z2 < UB2.
ere LB represents lower bound and UB represents upper bound.

 value of z1 or z2 is checked for constraint violation and the repair
s done as:

1 =
{

z1 if LB1 < z1 < UB1

LB1 + rand · (UB1 − LB1) otherwise
(5)

2 =
{

z2 if LB2 < z2 < UB2

LB2 + rand · (UB2 − LB2) otherwise
(6)

here rand denotes random number. This helps in reducing the
ercentage of misclassification and increasing the accuracy in seg-
entation.
The objective function for our study is reformulated as [20].

m(z) =
n∑

j=1

(
�∑

i=1

dij(1/(1 − m))

)(1−m)

(7)

here dij is the Euclidean distance from xj to ith cluster centre.
Please cite this article in press as: S. Agrawal, et al., A study on fuzzy cl
soft computing approaches, Appl. Soft Comput. J. (2014), http://dx.do

ere xj is the feature vector of the brain image matrix x having
 dimension of p × n. Note that n represents the number of fea-
ure vectors (pixel numbers in the brain image) and p represents
he dimension of each feature vector. The fitness function (7) is
 PRESS
puting xxx (2014) xxx–xxx 3

different from Eq. (2) in the sense that its dependence on member-
ship matrix is removed.

GA–FCM algorithm
The genetic algorithm (GA) is a global search technique that imi-

tates the theory of biological evolution. It operates on the basic
principle of survival of the fittest [21]. A set of chromosomes (or
parents) represents a set of initial solutions called population. A
new population (offspring) is evolved by taking solutions from the
old population. The new population is selected according to their
fitness values. The older population is discarded and a new popula-
tion is evolved until some stopping criterion is reached. The entire
process of GA–FCM is summarized as follows:

1. A random population of N chromosomes (parents) is generated
depending on the problem definition.

2. The fitness value of each chromosome is calculated according to
a predefined objective function.

3. A new population (offspring) is evolved by following the steps
given below until it is complete, i.e. the number of chromosomes
is again same as in the beginning.
a. Selection: two parent chromosomes are selected from the ini-

tial population depending on their fitness value (higher fitness
value is usually preferred). Many selection techniques are
described in the literature [17], the roulette wheel approach
is usually adopted.

b. Crossover: the parent chromosomes crossover to generate a
new chromosome (offspring) using a pre-defined crossover
probability.

c. Mutation: at each position, some chromosomes are altered at
random with a pre-defined mutation probability to facilitate
GA with some local optimum searching ability.

The new offspring is then placed in the new population. The
whole process from step 2 is repeated until the stopping criterion
is reached. The algorithm implemented in this paper is as follows:

As stated before, segmentation of the brain image is achieved
by using the pixel values. The minimum value MIN and maxi-
mum  value MAX  of the pixels are taken from the extracted brain
only portion. Because the brain image contains three regions, two
boundary points Z1 and Z2 are needed as shown in Fig. 1. The values
of Z1 and Z2 are constrained to be in the range as defined by LB and
UB, which represent the lower and upper bound for the boundary
points respectively. These bounds are checked for constraint viola-
tion and repair using Eqs. (5) and (6). The fitness function as defined
in Eq. (7) is used for optimization. Since only the cluster centres zj
are used in GA based clustering, fitness function (7) is used. Here
we have implemented GA using the GA solver in the OPTIM toolbox
of MATLAB. The parameter setting for GA–FCM is given in Table 1.
The number of boundary points is represented by the dimension
of the search space. A minimum value of Fm in Eq. (7) results in
optimum boundary points. After getting the boundary points Z1
and Z2, the brain image is divided into three clusters or regions.
Then the final three cluster centroids are calculated. Using these
final cluster centroids, FCM algorithm is executed once only, to get
the fuzzy membership matrix as defined in Eq. (3). Segmentation
is then achieved by using this fuzzy membership matrix.

PSO–FCM algorithm
Eberhart and Kennedy [22] proposed a population based evolu-

tionary optimization technique called particle swarm optimization
(PSO). It is based on the social behaviour of birds or fish while
ustering for magnetic resonance brain image segmentation using
i.org/10.1016/j.asoc.2014.08.011

searching food. An individual is identified as a particle in PSO
with a predefined location. The search space is identified by a
dimension D which represents the search space of the problem or
function. For each particle, an objective function is evaluated at its

253

254

255

256

dx.doi.org/10.1016/j.asoc.2014.08.011


 ING Model
A

4 ft Com

c
d
i
p
m
t
a

b
l
p
t
(
c
l
e
fi

v )

x

w
f
i

p
p
v

p

A
e
t

o
f

t

t

L
a
m
b

H

b
b
u
m
f

Q4

d

257

258

259

260

261

262

263

264

265

266

267

268

269

270

271

272

273

274

275

276

277

278

279

280

281

282

283

284

285

286

287

288

289

290

291

292

293

294

295

296

297

298

299

300

301

302

303

304

305

306

307

308

309

310

311

312

313

314

315

316

317

318

319

320

321

322

323

324

325

326

327

328

329

330

331

332

333

334

335

336

337

338

339

340

341

342

343

344

345

346

347

348

349

350

351

352

353

354

355

356

357

358

359

360

361

362

363

364
ARTICLESOC 2443 1–12

 S. Agrawal et al. / Applied So

urrent location. The particle, then moves in the search space with a
ynamically adjusted velocity according to its own experience and

ts neighbour’s experience thereby moving to a new location. The
rocess is continued until all the particles in the population have
oved to their new locations. Finally, all the particles will move

o a location where an optimum value of the objective function is
chieved.

Each particle in a population has a current location, a previous
est location and a velocity. But the population has an overall best

ocation. The current location is assumed a problem solution. The
revious best location (i.e. location giving the best objective func-
ion value) is identified as a variable pbest. The overall best location
i.e. location giving the best objective function value by any parti-
le in the population) is identified as a variable gbest. The current
ocation is continuously updated and new solutions are obtained by
valuating the objective function. The current locations are modi-
ed by adding a dynamically adjusted velocity as given:

t+1 = w × vt + c1 × rand × (pbest − xt) + c2 × rand × (gbest − xt)(8

t+1 = xt + vt+1 (9)

here c1 and c2 represent acceleration constant, rand is the random
unction, w is the inertia weight, vt+1 is the updated velocity, xt+1
s the updated current location of a particle.

It is compared with pbest and then pbest is updated. From the
best values, gbest value is evaluated. Thus, in PSO at each step, a
article moves towards its pbest and gbest locations by updating its
elocity.

The algorithm of PSO–FCM implemented for fuzzy clustering is
resented below:

lgorithm. Step 1: Set the parameters of PSO, scalar weighting
xponent m and stopping criteria as maximum number of itera-
ions.

Step 2: Generate a swarm with P particles. Initialize the position x
f particles which represent the number of boundary points. Check
or constraint violation and repair using Eqs. (5) and (6).

Step 3: Initialize velocity, pbest and gbest for the particles.
Step 4: Calculate the fitness value for each particle using Eq. (7).
Step 5: Calculate pbest value for each particle and gbest value for

he swarm.
Step 6: Update the velocity of each particle using Eq. (8).
Step 7: Update the position of each particle using Eq. (9) subject

o the constraints defined in Eqs. (5) and (6).
Step 8: If the termination condition is not met, go to step 4.

In this paper, we have implemented the algorithm using MAT-
AB. The stopping criterion is the maximum number of iterations
nd is taken as 20. The parameter setting is given in Table 1. A
inimum value of the fitness function in Eq. (7) gives us the final

oundary points.

ybrid GA–BFO–FCM algorithm
Passino [23] proposed a nature inspired optimization algorithm

ased on the foraging technique of Escherichia coli bacteria. The
acteria searches for nutrients such that the energy obtained per
nit time spent in searching is optimized or maximized. The move-
ent of bacteria in this foraging technique has been discussed in

our important steps [24].

a) Chemotaxis: this step explains the movement of bacteria through
Please cite this article in press as: S. Agrawal, et al., A study on fuzzy cl
soft computing approaches, Appl. Soft Comput. J. (2014), http://dx.do

swimming and tumbling. A bacterium may  swim or tumble
depending on the food concentration and environment condi-
tion. If the condition is favourable then it continues to swim
for a pre-defined number of steps, otherwise it tumbles. These
 PRESS
puting xxx (2014) xxx–xxx

two movement processes continue for the entire lifetime of the
bacterium.

b) Swarming: during the process of foraging and maximizing the
energy obtained per unit time spent, the bacterium which has
searched the optimum path should attract the other bacteria by
sending some signal. This will help the bacteria in concentrating
themselves as a swarm and move towards the optimum location.

c) Reproduction: this step shows the survival of the fittest charac-
ter. The energy obtained per unit time spent for each bacterium
is sorted and the bacterium having the highest values are
declared not healthy and hence die. The remaining bacteria are
considered healthy and fit to reproduce (split into two) and
are kept in the same location making the bacteria count same.
Here we  have used the crossover and mutation operation of GA
to improve the result.

d) Elimination and dispersal: this step eliminates some bacteria
due to some disturbances in the environment like increase in
heat killing the bacteria. This may  also disperse some bacteria
to a new location by change in condition like flow of water.

The algorithm for the above technique is presented as follows:

Step 1: Set the parameters of GA–BFO and scalar weighting expo-
nent m.
Step 2: Initialize the position P of each bacterium which represents
the boundary points. Check for constraint violation and repair
using Eqs. (5) and (6).
Step 3: Increment the elimination–dispersal loop l = l + 1.
Step 4: Increment the reproduction loop k = k + 1.
Step 5: Increment the chemotaxis loop j = j + 1.

a. For each bacterium i a chemotactic step is taken as, 

b. Calculate nutrient function J(i, j, k, l) for each bacterium.
c. Save Jlast = J(i, j, k, l) as better value may  be obtained in the future.
. Tumble: generate a random vector rand with each element in

[− 1, 1].
e. Move: Let

P(i, j + 1, k, l) = P(i, j, k, l) + C(i) · rand(i)√
randT (i) · rand(i)

This operation results in a step of size C(i) in the direction of
tumble for bacterium i.

f. Calculate J(i, j + 1, k, l)
g. Swim:

i. Initialize the counter for swim length = 0.
ii. While counter less than the swimming length.

• Increment the counter.
• If J(i, j + 1, k, l) < Jlast, let Jlast = J(i, j + 1, k, l). Update the position P

using the step size C(i) as

P(i, j + 1, k, l) = P(i, j + 1, k, l) + C(i) · rand(i)√
randT (i) · rand(i)

and use this P to calculate the new J(i, j + 1, k, l) as in step (f).
• Continue the above steps till counter equal the swimming length.

h. go to the next bacterium (i + 1) i.e. step 5b till all the bacteria are
exhausted.
ustering for magnetic resonance brain image segmentation using
i.org/10.1016/j.asoc.2014.08.011

Step 6: If j < number of chemotactic steps, continue the chemotaxis
loop and go to step 5.
Step 7: Reproduction:
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Fig. 2. Block diagram of proce

. for given k, l and for each bacterium i let

Ji
health =

Nc+1∑
j=1

J(i, j, k, l)

be the health of the bacteria i. Then sort the bacteria and the
chemotactic parameter in ascending order of Jhealth.

. The bacteria with highest Jhealth values die and remaining bacte-
ria with best values are treated as parent bacteria for the next
generation. However, in GA–BFO the idea of crossover mecha-
nism from GA is used to search nearby locations by positioning
50% of the bacteria randomly at different locations. We  get some
more missing nutrients through the application of this process.
In fact, GA–BFO supplements crossover feature of GA to generate
better fitness function values.

c. Now two sets of parent bacteria are chosen and they crossover
with a pre-defined crossover probability to get the offspring
bacteria.

. Then the parent bacteria and the newly generated offspring
bacteria are appended to form the original number of bacteria
for the next generation.

. A mutation of 1% is carried out to improvise results.

Step 8: If k < number of reproduction loop, continue the reproduc-
tion loop and go to step 4.
Step 9: Elimination – dispersal:

For a given probability of elimination and dispersal ped, elimi-
ate or disperse each bacterium while keeping the population of
acteria constant.

Step 10:  If l < elimination–dispersal loop, continue the elimina-
tion–dispersal loop and go to step 3. Otherwise end the process.

In this paper, we have implemented GA–BFO algorithm with
ATLAB. The parameter setting is given in Table 1. A minimum

alue of the fitness function in Eq. (7) gives the final boundary
oints. The brain image is then segmented using the fuzzy mem-
ership matrix as explained above.

roposed methodology

This section explains the proposed methodology of optimizing
he fuzzy clustering algorithm for intracranial MR  brain image seg-

entation by using optimum boundary point detection (OBPD).
Please cite this article in press as: S. Agrawal, et al., A study on fuzzy cl
soft computing approaches, Appl. Soft Comput. J. (2014), http://dx.do

uzzy clustering techniques reported earlier fall into local min-
ma  because of the random selection of centroids and results
n inaccurate segmentation results. Here, an attempt is made
o overcome this problem using evolutionary computation (EC)
brain only portion extraction.

approaches. The boundary points are optimized using various soft
computing approaches. Final centroids are obtained followed by
clustering using the fuzzy membership matrix as in the FCM. The
MR brain image is then segmented using the cluster information.
T1-weighted MR  coronal slice taken from MRI  data set of 20 normal
subjects with manual segmentation results (ground truth) available
in IBSR database are considered here to experiment [25].

The MR  brain image contains non-brain regions like skull, scalp,
fat etc. [26]. So it is first necessary to remove the non-brain portion
and extract the brain only portion from the MR  image for segmen-
tation. The extracted brain only portion mainly consists of white
matter (WM),  grey matter (GM) and cerebrospinal fluid (CSF). The
proposed study aims at identifying these regions of the brain as
accurately as possible. The grey level distribution is used to dis-
tinguish the brain portion from the background. The brain region
and the non brain region are distinguished by using region features.
Then the brain only region is extracted for clustering and segmen-
tation. The process of extracting the brain only portion is presented
as follows:

1. A rough brain image portion is extracted from the MR brain
image by using the features of the brain. Usually the brain portion
is brighter than the skull and thus, it is preserved in the slice.

2. The rough brain image is converted to binary image by using
Otsu’s thresholding method [26] which chooses the optimum
threshold by maximizing between class variance. This removes
objects from the background, if any. The binary image now con-
tains a uniform background, scalp, skull and CSF and brain.

3. The scalp is then separated from the background to produce
a head mask by two-level connected component labelling and
detecting the contour of the head.

4. The inner dark region representing skull and CSF is then identi-
fied by using three stages labelling.

5. The weakly connected region in the rough brain portion is then
separated by a morphological operation (erosion) by a disc struc-
turing element having a size depending upon the brain image
slice. This step is very crucial. If the erosion is not done accurately,
then it may  end up removing some vital portion of the brain. This
may  result in an inaccurate detection of diseased portion of the
brain.

6. The final brain region is identified by using the largest connected
component from the components of the eroded image.

7. The final brain mask is generated by performing dilation on the
identified brain region using the same structuring element. This
ustering for magnetic resonance brain image segmentation using
i.org/10.1016/j.asoc.2014.08.011

process helps in recovering the lost pixels due to thresholding
and erosion.

8. The brain only portion is extracted by multiplying the original
image with the final brain mask.
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where Igt is the ground truth image and Iseg is the segmented image.
The Jaccard index is zero if the two clusters are disjoint, i.e. they
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Fig. 3. Brain only image ex

The block diagram for methodology of extraction of brain only
ortion is presented in Fig. 2.

T1-weighted MR  coronal slice (slice no. 15 of Image 5 8) taken
rom MRI  data set of 20 normal subjects is presented to display the
rocess of extraction of brain only portion in Fig. 3.

After getting the final brain portion from above steps, segmen-
ation is done by using OBPD method.

In this paper, the fitness function (7) does not consider any spa-
ial dependence among the brain image matrix and each image
ixel is considered as an individual point. The membership matrix
s in Eq. (3) is determined by a measure of similarity between
he pixel intensity and cluster centroids. The membership value is
igher when the intensity values are closer to the cluster centroids.

In our problem, the feature vectors xj represent the pixel inten-
ity, its dimension p = 1. Here zi is the ith cluster centre, � represents
he number of clusters and m is the scalar weighting constant and
s taken as 2. The optimized boundary points computed from Eq. (7)
re used to find the final cluster centres in the three regions. Using
hese final cluster centres, GA–BFO–FCM (proposed method) is exe-
uted only once to obtain the fuzzy membership matrix of size n × c.
ach term of the fuzzy membership matrix represents the extent of
ssociation of jth object with ith cluster centre. The objects nearest
o the centroids of their cluster are assigned a high membership
alue and objects far from these centroids are assigned low mem-
ership value. So the pixels in the brain are segmented into three
egions according to their membership value. The block diagram for
he process of segmentation of brain image is presented in Fig. 4.

The flow chart of the proposed method is presented in Fig. 5.

esults and discussions

Simulated T1-weighted MR  coronal slice taken from MRI  brain
ata sets from 20 normal subjects available in IBSR database with
he manual segmentation result are used to experiment. The MR
mages are acquired by 1.5 T General Electric Signa MR  System (Mil-

aukee, WI), with the following parameters: TR = 50 ms,  TE = 9 ms,
Please cite this article in press as: S. Agrawal, et al., A study on fuzzy cl
soft computing approaches, Appl. Soft Comput. J. (2014), http://dx.do

ip angle = 50◦, field of view = 24 cm,  slice thickness = contiguous
.0 mm,  matrix = 256 × 256.

The images are segmented using K-Means, FCM, GA–FCM,
SO–FCM, BFO–FCM and our proposed technique. It is important to
n process from MR image.

note that no readily available data for parameters is used for com-
parison; we have implemented all techniques and generated data
for this work. In all the techniques, the fitness function defined in
Eq. (7) is used. The scalar weighting exponent m for all the methods
used is taken as 2. Results are displayed in the form of tables and
figures.

Results are compared using segmentation evaluation indices
like Jaccard similarity index, Dice coefficient, false positive rate and
false negative rate [27,30]. The Jaccard similarity index [28], also
known as the Tanimoto coefficient, is used to measure the simi-
larity of two clusters. It is defined as the ratio of the number of
common pixels between the ground truth and segmented image
to the number of identical pixels of ground truth and segmented
image:

J = Igt ∩ Iseg

Igt ∪ Iseg
(10)
ustering for magnetic resonance brain image segmentation using
i.org/10.1016/j.asoc.2014.08.011

Fig. 4. Block diagram for the proposed MR  brain image segmentation method.
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tion process. Here Table 2 shows the segmentation results with
K-Means, FCM and soft computing techniques. The number of pix-
els in the three regions of the brain image is obtained from the510
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Fig. 5. Flow chart of the proposed method.

ave no common pixels and one if they are identical. A higher value
f this index indicates better segmentation result.

The Dice coefficient [29] is another index like the Jaccard simi-
arity index for measuring the similarity of two clusters. It is defined
s [29]:

 = 2 × Igt ∩ Iseg

Igt + Iseg
(11)

 higher value of the Dice coefficient indicates more accurate seg-
entation.
The false positive rate and the false negative rate are also used

o validate the clustering phenomenon. The false positive rate indi-
ates the possibility of pixels belonging to a cluster, but is not
egmented into that cluster. The false negative rate indicates the
ossibility of pixels not belonging to a cluster, but is segmented

nto that cluster. They are calculated as:

pr = Nseg − N(Igt + Iseg)
Ngt

(12)

nd

nr = Ngt − N(Igt + Iseg)
Ngt

(13)

here fpr is false positive rate, Nseg is the number of pixels in the
Please cite this article in press as: S. Agrawal, et al., A study on fuzzy cl
soft computing approaches, Appl. Soft Comput. J. (2014), http://dx.do

egmented image, N(Igt + Iseg) is the number of pixels common to
round truth and segmented image, Ngt is the number of pixels in
he ground truth image and fnr is false negative rate. Lower values
f these rates indicate better segmentation result.
Fig. 6. Simulated T1 weighted slice 15 of MR Image 1 24.

The 15th slice of the brain only region of the simulated image
and its segmented results using the proposed method is shown
in Figs. 6–10. The regions only show GM,  WM and CSF. The back-
ground pixels are removed during the brain extraction process. It
may  be noted that we deal with a simulated database with ground
truth. Hence, noise filtering is not required before the brain extrac-
ustering for magnetic resonance brain image segmentation using
i.org/10.1016/j.asoc.2014.08.011

Fig. 7. Simulated T1 weighted slice 15 of MR  Image 4 8.

dx.doi.org/10.1016/j.asoc.2014.08.011
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Table 2
Segmentation result with FCM and soft computing techniques.

Serial no. Images Brain tissues Number of pixels

Ground truth K-means FCM GA–FCM PSO–FCM BFO–FCM Proposed method

1 1 24 GM 3592 2694 2788 3991 3802 3313 3608
WM  2916 2489 2489 2275 2613 3258 2890
CSF  119 1444 1350 361 212 56 129

2 4  8 GM 3278 1429 2724 3821 2782 3011 3252
WM  1988 1276 1335 1384 2464 2251 2006
CSF  69 2630 1276 130 89 77 73

3 5 8 GM 4681 3740 3740 5064 4516 3952 4762
WM  2829 2331 2331 2370 2938 3487 2729
CSF  68 1507 1507 144 124 139 87

4 100  23 GM 8423 2796 6443 8162 7710 6738 8487
WM  4065 3568 3787 3898 4627 5705 3936
CSF  342 6466 2600 770 493 407 387

5 11  3 GM 8471 2292 6815 8554 3717 9951 9551
WM  3997 3909 3909 2978 9130 3297 3304
CSF  0 6671 2148 1340 25 24 17

Table 3
Segmentation evaluation with Jaccard similarity index.

Serial no. Images Brain tissues K-means FCM GA–FCM PSO–FCM BFO–FCM Proposed method

1 1 24 GM 0.4999 0.5209 0.7151 0.8025 0.8034 0.9636
WM  0.7560 0.6776 0.7500 0.7819 0.7933 0.8102
CSF  0.0547 0.0569 0.1330 0.2500 0.2560 0.3030

2  4 8 GM 0.3766 0.4874 0.5625 0.6191 0.6308 0.7167
WM  0.5587 0.3604 0.5344 0.5587 0.5765 0.6254
CSF  0.0026 0.0379 0.0628 0.3056 0.3293 0.3335

3 5 8 GM 0.5892 0.4325 0.5892 0.6095 0.7202 0.7837
WM  0.7468 0.5160 0.6083 0.6453 0.7468 0.7561
CSF  0.0153 0.0153 0.0357 0.1892 0.2090 0.2241

4  100 23 GM 0.2860 0.3864 0.6366 0.6625 0.7163 0.7753
WM  0.8178 0.4423 0.579 0.6995 0.8359 0.9033
CSF  0.0026 0.0061 0.0078 0.0128 0.0134 0.0194

5 11  3 GM 0.2129 0.3278 0.3747 0.7191 0.7823 0.8278
WM  0.8263 0.4173 0.4359 0.7214 0.8263 0.4173
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CSF  0 0 

round truth image. It is observed that the result obtained with
ur proposed method is closer to the ground truth. The perfor-
ance measures for K-Means, FCM, GA–FCM, PSO–FCM, BFO–FCM

nd our method are displayed in Tables 3–6. It is observed that
oft computing approaches significantly improve the segmentation
esult as compared with FCM alone. Note that our method yield
etter results as compared to K-Means, FCM, GA–FCM, PSO–FCM
Please cite this article in press as: S. Agrawal, et al., A study on fuzzy cl
soft computing approaches, Appl. Soft Comput. J. (2014), http://dx.do

nd BFO–FCM. In this paper, we have considered five different
ases. FCM alone does not give us satisfactory results. GA–FCM,
SO–FCM and BFO–FCM are the only contenders. But it is seen

able 4
egmentation evaluation with Dice coefficient.

Serial no. Images Brain tissues K-means FCM 

1 1 24 GM 0.6666 0.6850 

WM  0.8611 0.8611 

CSF  0.1037 0.1077 

2  4 8 GM 0.5472 0.6553 

WM  0.7169 0.7169 

CSF  0.0052 0.0730 

3  5 8 GM 0.7415 0.7415 

WM  0.8550 0.8550 

CSF  0.0300 0.0300 

4  100 23 GM 0.4448 0.7970 

WM  0.8998 0.9106 

CSF  0.0052 0.0121 

5 11  3 GM 0.3510 0.8366 

WM  0.9049 0.9049 

CSF  0 0 
0 0 0 0

that our method gives more accurate results than other men-
tioned methods. While considering Image 11 3, with CSF = 0 in the
ground truth image, GA–FCM gives a false idea about the num-
ber of pixels i.e. 1340. However, our method misclassifies only
17 pixels.

It is observed from Tables 3–6 that segmentation indices
obtained by our method are better than K-Means, FCM, GA–FCM,
ustering for magnetic resonance brain image segmentation using
i.org/10.1016/j.asoc.2014.08.011

PSO–FCM and BFO–FCM. It is also observed that for Image 11 3,
value of CSF in the manual segmentation is zero. When this image
is segmented using FCM, it gives highly misclassified clusters. The

GA–FCM PSO–FCM BFO–FCM Proposed method

0.8339 0.8910 0.8924 0.9813
0.8679 0.8776 0.8847 0.8956
0.2348 0.4076 0.4080 0.4651
0.7200 0.7648 0.7935 0.8350
0.7298 0.7314 0.7966 0.7995
0.1182 0.4651 0.4954 0.4989
0.8374 0.8574 0.9039 0.9787
0.8844 0.9565 0.9807 0.9880
0.0689 0.3182 0.3457 0.3509
0.8347 0.8779 0.9574 0.9773
0.9232 0.9334 0.9433 0.9825
0.0154 0.0253 0.0265 0.0286
0.8779 0.5451 0.4937 0.4938
0.8381 0.6071 0.5889 0.5889
0 0 0 0

558

559

560
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Table  5
Segmentation evaluation with false negative rate.

Serial no. Images Brain tissues K-means FCM GA–FCM PSO–FCM BFO–FCM Proposed method

1 1 24 GM 0.2223 0.3917 0.0966 0.0830 0.0589 0.0553
WM  0.0651 0.4020 0.3086 0.1529 0.1142 0.1825
CSF  0.9446 0.2121 0.1545 0.1457 0.1359 0.1349

2  4 8 GM 0.0987 0.4001 0.2205 0.2103 0.1379 0.1279
WM  0.0831 0.4115 0.1378 0.1207 0.0820 0.0754
CSF  0.9973 0.1774 0.1535 0.1377 0.1145 0.0973

3 5  8 GM 0.1652 0.3330 0.2284 0.2069 0.1653 0.0402
WM  0.0536 0.2202 0.0085 0.0046 0.0025 0.0020
CSF  0.9847 0.0417 0.0417 0.0416 0.0412 0.0405

4 100 23 GM 0.1077 0.2967 0.1782 0.1512 0.1043 0.0174
WM  0.0376 0.1205 0.0950 0.0850 0.0520 0.0292
CSF  0.9974 0.6364 0.6118 0.5318 0.4545 0.3897

5 11  3 GM 0.1758 0.2452 0.1178 0.6078 0.6571 0.1202
WM  0.0849 0.1051 0.2687 0.0030 0.0020 0.0008
CSF  NaN NaN NaN NaN NaN NaN

Table 6
Segmentation evaluation with false positive rate.

Serial no. Images Brain tissues K-means FCM GA–FCM PSO–FCM BFO–FCM Proposed method

1 1 24 GM 0.5557 0.1679 0.1634 0.1414 0.1105 0.1125
WM  0.2366 0.0556 0.0202 0.0133 0.0116 0.0144
CSF  0.0132 1.8485 1.1010 0.6970 0.6566 0.2300

2  4 8 GM 1.3933 0.2309 0.1858 0.0817 0.0589 0.0169
WM  0.6411 0.0533 0.0050 0.0049 0.0027 0.0015
CSF  0.0209 20.7097 11.8387 10.7419 10.3226 10.3073

3  5 8 GM 0.4168 0.1320 0.1102 0.0060 0.0051 0.0047
WM  0.2673 0.0442 0.0095 0.0063 0.0032 0.0023
CSF  0.0006 61.8333 25.8750 25.0833 21.7917 21.0432

4  100 23 GM 2.1202 0.0616 0.0472 0.0392 0.0241 0.0237
WM  0.1768 0.0522 0.0279 0.0255 0.0203 0.0054
CSF  0.0042 58.7273 39.9091 34.3182 32.3864 10.3400

5 11  3 GM 2.8717 0.0497 0.0476 0.0466 0.0463 1.6840
WM  0.1074 0.0831 0.0138 1.2872 1.3915 0.5823
CSF  Inf Inf Inf Inf Inf Inf

Fig. 8. Simulated T1 weighted slice 15 of MR Image 5 8. Fig. 9. Simulated T1 weighted slice 15 of MR Image 11 3.

dx.doi.org/10.1016/j.asoc.2014.08.011
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Fig. 10. Simulated T1 weighted slice 15 of MR Image 100 23.

Table 7
Percentage of pixels misclassified.

Serial no. Images Brain tissues Percentage of pixels misclassi

K-means FCM 

1 1 24 GM 25.00 22.38 

WM  14.64 14.64 

CSF  1113.45 1034.45 

2  4 8 GM 56.41 16.90 

WM  35.81 32.85 

CSF  3711.59 1749.28 

3  5 8 GM 20.10 20.10 

WM  17.60 17.60 

CSF  2116.18 2116.18 

4  100 23 GM 66.81 23.51 

WM  12.23 6.84 

CSF  1790.64 660.23 

5 11  3 GM 72.94 19.55 

WM  2.20 2.20 

CSF  Inf Inf 

Table 8
Performance measures for noisy brain images with the proposed method.

Serial no. Noise level Brain tissues Jaccard index 

1 0% CSF 0.4951 

GM  0.8086 

WM  0.9387 

2  1% CSF 0.4869 

GM  0.8110 

WM  0.9398 

3  3% CSF 0.4918 

GM  0.7555 

WM  0.9056 

4  5% CSF 0.4808 

GM  0.7687 

WM  0.9126 

5 7% CSF  0.4660 

GM  0.7563 

WM  0.9007 

6  9% CSF 0.4521 

GM  0.7271 

WM  0.8812 
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reason being the fact that CSF is zero for Image 11 3. This is also evi-
dent from the segmentation indices that give unusual results. It may
be reiterated the fact that our proposed evolutionary techniques are
implemented for three clusters for segmentation.

The ground truth segmentation result is available from the
datasets of IBSR. This helps us in defining the segmentation indices
for comparing different segmentation techniques. It is observed
from Figs. 6–10 that segmentation with our method is closest to
the ground truth.

Fig. 11 shows the segmentation results with soft computing
approaches. Fig. 11(a) shows the distribution of pixels for the origi-
nal brain image data. It is observed that the pixels are distributed all
over the region. Fig. 11(b)–(d) shows the segmentation result. From
Fig. 11 (b)–(d), it is seen that pixels are clearly divided into three
clusters as per the regions of the brain. From Fig. 11(b), it is seen
that there is an overlap between cluster 2 and 3. Moreover, cluster 1
is stretched, which is not desirable. As evident from Fig. 11(d), seg-
mentation results obtained by using our method are more accurate
than PSO–FCM and GA–FCM. The percentage of pixels misclassi-
fied is displayed in Table 7 to justify our claims. The percentages of
misclassified pixels are computed as Eq. (14).

%Mis  = |Ngt − Nseg|
Ngt

× 100 (14)
ustering for magnetic resonance brain image segmentation using
i.org/10.1016/j.asoc.2014.08.011

fied

GA–FCM PSO–FCM BFO–FCM Proposed method

11.11 5.85 7.77 0.45
21.98 10.39 11.73 0.89
203.36 78.15 52.94 8.40
16.56 15.13 8.15 0.79
30.38 23.94 13.23 0.91
88.41 28.99 11.59 5.80
8.18 3.52 15.57 1.73
16.22 3.85 23.26 3.53
111.76 82.35 104.41 27.94
3.10 8.46 20.00 0.76
4.11 13.83 40.34 3.17
125.15 44.15 19.01 13.16
0.98 56.12 17.47 12.75
25.49 128.42 17.51 17.34
Inf Inf Inf Inf

Dice coefficient False negative rate False positive rate

0.6623 0.1220 0.5482
0.8941 0.0358 0.1620
0.9684 0.0504 0.0009
0.6549 0.1057 0.8368
0.8957 0.0725 0.1466
0.9690 0.0477 0.0160
0.6593 0.1817 0.6641
0.8607 0.0532 0.2532
0.9505 0.0887 0.0063
0.6493 0.1173 0.8360
0.8693 0.0728 0.2062
0.9543 0.0751 0.0134
0.6358 0.2580 0.5921
0.8613 0.1445 0.1311
0.9478 0.0149 0.0937
0.6227 0.2574 0.6423
0.8420 0.1680 0.1443
0.9369 0.0160 0.1167

where Ngt is the number of pixels in the ground truth for a partic-
ular brain tissue and Nseg is the number of pixels in the segmented
image of the same brain tissue. The lower is the percentage of mis-
classification better is the segmentation. It is to be noted that our
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Fig. 11. Segmentation result of simula

roposed method gives the minimum misclassified pixel percent-
ge as compared to other methods used in the paper.

To validate the robustness of our proposed method we have used
R brain images from the Brainweb database [31] with additional

oise levels: 1%, 3%, 5%, 7% and 9%. The main cause of this noise
s tissue motion or external RF interference. This noise assumes
alt and pepper form. The median filter being a non-derivative, low
ass type removes such noise efficiently. Thus, the brain image
Please cite this article in press as: S. Agrawal, et al., A study on fuzzy cl
soft computing approaches, Appl. Soft Comput. J. (2014), http://dx.do

s processed by a median filter before the brain extraction pro-
ess to remove the noise for improved clustering performance. The
egmentation performance parameters are calculated for different

Fig. 12. Noisy brain images from Brainweb database.
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 weighted slice 15 of MR Image 1 24.

noise levels and presented in Table 8. The details of the image used
are: modality = T1, protocol = ICBM, phantom-name = normal, slice-
thickness = 1 mm,  INU = 0%. Note that Fig. 12(a) represents coronal
view of 90th slice of T1 icbm normal 1mm  pn0 rf0, a simulated
normal brain phantom of 181 × 217 × 181 voxels with 1 mm3 for
each voxel without any noise or intensity inhomogeneity.

It is observed that with addition of noise the performance
parameters change marginally, thus validating the robustness of
our proposed method.

Conclusion

The MR  brain image is segmented using the proposed method. It
is observed that the use of soft computing techniques significantly
improves segmentation results as compared to results obtained
with FCM and similar methods implemented alone. Further, our
proposed OBPD method using GA–BFO yield better segmentation
results as compared to FCM, K-Means, GA–FCM, PSO–FCM, and
BFO–FCM techniques. The advantage of our method lies in its abil-
ity to compute the final cluster centroids using optimum boundary
point information. Other benefits are – improved segmentation
ustering for magnetic resonance brain image segmentation using
i.org/10.1016/j.asoc.2014.08.011

accuracy due to in-built constraint handling, the proposed GA–BFO
algorithm gets additional nutrition for searching optimum values
etc. It may  be noted that the proposed evolutionary techniques
would give inaccurate segmentation results for images having
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lusters different from the predefined values (here we  have defined
hree clusters). From the results, it is observed that with addition of
oise the performance parameters change slightly, thus confirming
he robustness of our method.

The future work in this direction can include optimization of
calar weighting exponent m using evolutionary computation (EC)
echniques. The proposed technique can be extended to find out
umber of boundary points required for clustering, when a ground
ruth image is not available. Our proposed technique can also be
xtended for noisy MR  images (without ground truth) by using a
uitable filter before brain extraction process.
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